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Object Recognition using Deep Learning

Training Millions of images from 1000 different categories

(using GPU)

Prediction Real-time object recognition using a webcam connected to a
laptop
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What is Deep Learning ?
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Why Is Deep Learning So Popular Now?
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Deep Learning Enablers

60x Faster Training in 3 Years

Acceleration with GPUs
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Massive sets of labeled data

Avallablility of state of the art models from experts AleXNg‘GG 6
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

« Handle and label large sets of images

= Accelerate deep learning with GPUs

= Visualize and debug deep neural networks
AlexNet
= Access and use models from experts Caffe VE&G:1e

MODELS
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Image classification using pre-trained network

Transfer learning to classify new objects

Locate & classify objects in images and video
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Transfer learning to classify new objects

Locate & classify objects in images and video

4\ MathWorks

11



Image Classification Using Pre-trained Network (Video)

& MATLAB R2017a

ECNECTENTE T -

e (JFinaFies 4 BIUM - Equaton w " > 1= Run Section
RYS I = | L= L =} Asgoce || AaBbCe  AaBb( -
Ly Compare L 4GoTo & Hwennk 1y Run and Advance
New Open Save Code lewt Sechon : = ' Rim
v v v |4Pm AR e e Droak |- Wmage Normmwl Heachng Tithe Al (7 Runto End
e HAVIGATE FORMAT FSERT TEXT STVLE e e _:_
L ol REN B * \\mathworks\salesservice » application engineering » cre » computer-vision » Deepleamning-Expo2017 » Demo1 ClassificationPreTrained v M

Webinar_dLinesOfCode.mix * +
Classifying Images with AlexNet L“‘E
% The image we're classifying

imshow(imread( 'peppers.png’'));

Classify '‘peppers' in 4 lines of code

net = alexnet;

im = imread( 'peppers.png');
im = imresize(im, [227 227]);
classify(net,im)
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Convolutional Neural Networks

FC

Fully Connected

layers to support
classification
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Visualize Deep Learning Features

File Edit View Inset Tools Desktop Window Hel

WROPLEL- /0B

Show image

Highlight features

Highlight best feature

Layer 3 relut

Channels 10

Classification menu

Eyes
Blue
Lines
Red

Text.

Select preset
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Image classification using pre-trained network

T —

Locate & classify objects in images and video
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Why Train a New Model ?

o Models from research do not work on your data

o Pre-trained model not available for your data type

o Improve results by creating a model specific to your problem

MATLAB CONFERENCE 2017

&\ MathWorks

17



Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch

CAR v

CONVOLUTIONAL NEURAL NETWORK (CNN)

a LEARNED FEATURES

95% 7 | TRUCK X

BICYCLE X

2. Fine-tune a pre-trained model (transfer learning)
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Why Perform Transfer Learning

= Requires less data and training time

= Reference models (like AlexNet, VGG-16, VGG-19) are great feature
extractors

= Leverage best network types from top researchers

MATLAB CONFERENCE 2017
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Example: Classify Vehicles With Transfer Learning

1000 Category
Classifier
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Transfer Learning to Classify New Objects

4\ MATLAB R2017a - O X
APPS EDITOR PUBLISH ¢ & E = { ) Search Documentation
<O » \\mathworks\salesservice » application engineering » cre » computer-vision » Deeplearning-Expo2017 » Demo2 TransferLearning
B2 Editor - \\mathworks\salesservice\application_engineering\cre\computer-vision apleaming-Expo2017\Demo?2_Transferl earning\Transferl earningDemo.m
| Webinar_4LinesOfCode.mix * TransterLearningDemo.m |+ |
4 ~ -
5 %% Load Image Data
6 % Data is 5 different categories of automobiles. How do we read in all of
7 % these images?
8 % Create an imageDataStore to read images. Label all images based on their
9 % foldernames and include all subfolders in the directory =
10
11 % Load in input images I
P2 imds = JMIEGCIPEREEIRSIRS (' . . / ImageSetFinal/', 'IncludeSubfolders',true,...
13 'LabelSource', 'FolderNames') ;
14
15= imds.countEachLabel
16
17 %% Visualize random images from the set =
18 % We can visually inspect individual images
G — visImds = splitEachLabel (imds, 1, 'randomize');
20
21= for ii = 1:5
22
23— subplot (2,3,1i1i);
24 — imshow (visImds.readimage (ii));
S title (char (visImds.Labels (ii)));
25 , - 21
- script Ln 12 Col 22
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New MATLAB framework makes deep learning
easy and accessible
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

Handle and label large sets of images

Accelerate deep learning with GPUs

Visualize and debug deep neural networks

Access and use models from experts

MATLAB CONFERENCE 2017
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imageDS = imageDatastore (dir)

Easily manage large sets of images
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MATLAB makes Deep Learning Easy and Accessible

. Training modes supported:
Learn about new MATLAB capabilities to

Auto Select

GPU
Handle and label large sets of images Multi GPU (local)

Multi GPU (cluster)

Accelerate deep learning with GPUs

1500}

Visualize and debug deep neural networks

Access and use models from experts - . I I

Number of GPUs

| |
Images p
o

MATLAB CONFERENCE 2017 Acceleration with Multiple GPUs
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MATLAB makes Deep Learning Easy and Accessible

90

Learn about new MATLAB capabilities to

o
] 20 40 60 80 100 120 140 160 180 200
nnnnnnnnn

Training Accuracy Plot

Handle and label large sets of images

Accelerate deep learning with GPUs

Visualize and debug deep neural networks™ "~ Network Activations

Layer conv3 Features

Access and use models from experts

MATLAB CONFERENCE 2017 N2
Feature Visualizatio 25




MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

= Access and use models from experts

MATLAB CONFERENCE 2017

MathWorks Neural Y, T U

Network Toolbox

Contributions in [Al v View by [Date
Team
total contributions since 2017 - Submite _
« Neural Network Toolbox Model for VGG-16 Network ¥§§, ,,‘19
Pre-trained VGG-16 network model for image classification
Contact
days ago | 14 downloads | kA kA
- Submittes _
< Neural Network Toolbox Model for VGG-19 Network \p{gcig ,,‘1;9
Pre-trained VGG-19 network model for image classification
days ago | 11 do s hkhdok
= Submitte
Neural Network Toolbox Importer for Caffe Models Caffe
Software support package for importing pre-trained Caffe Models ~ MODELS
days ago | 15 downloads | ke
- Submitte
" Neural Network Toolbox(TM) Model for AlexNet Network AlexNet
Pre-trained AlexNet network model for image classification
8 days ago | 502 Ak
Deep Learning in 11 Lines of MATLAB Code -

Use MATLAB®, a simple webcam, and a deep neural network to identify objects in your =
uuuuuuu dings.

Curated Set of Pretrained Models

Access Models with 1-line of MATLAB Code
Netl = alexnet

Net2 = vgglb
Net3 = vggl?9

&\ MathWorks
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Regression Support for Deep Learning

Classification vs. Regression
= Classification — outputs categories/labels

= Regression — outputs numbers

Supported by new regression layer:
routputlayer = regressionlayer ('Name', 'routput')

Example predict facial key-points:

MATLAB CONFERENCE 2017

4\ MathWorks

27



MATLAB CONFERENCE 2017

Image classification using pre-trained network

Transfer learning to classify new objects

P ——
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Is Object Recognition/Classification Enough ?

Car _ Label for entire image

Car ? SUV? Truck?

MATLAB CONFERENCE 2017
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Object Detection — Locate and Classify Object

.

] e
| ‘f‘- 18

MATLAB CONFERENCE 2017
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Goal: Create Object Detector to Locate Vehicles

Step 1: Label / Crop data
Step 2: Train detector

Step 3: Use detector

MATLAB CONFERENCE 2017
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Video: Object Detection using Faster R-CNN
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Label Images with MATLAB

4\ Training Image Labeler - labelingSession.mat - X

Y o o v £

. =1 [] =—] 1| & Zoomin D ~
@ U d = & [(d & Y Q@
3 Show ROl Labels &, Zoom Out

New Open Save Add  Import Add Export Heip
S s v v Images ROs v ROILabel | ") Pan ROIs

N FAE RO! LABELS _ mooE EXPORT RESOURCES Y
Data Browser G
[“limages

egin, click the Add Images button.
06_highway_cutin_20s01

ROIs: 2

‘ 06_highway_cutin_20s02

ROIs: 3

H OG_hnghway_cuthsm

ROIs: 0

E 06_highway_cutin_20s04

ROIs: 0 v

[VIROI Labels

Car

TrafficSign

Number of images labeled: 2/40 Total number of ROIs: 5

MATLAB CONFERENCE 2017
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Labeling Videos with MATLAB

4\ Ground Truth Labeler
AUTOMATE
1] & zoomb M Defaut Layou

- & ZoomOut [ show ROI Labels
") Pan

8 U PX

ROI Label Definition 01_city ¢2s_fow_10s.mp4

Scene Label Definition

i
\
! 4 35000 04.35000 10.2000( 10.20000
‘ Start Time Current End Time Max Time

|

Setti Run St UndoRun  Accept Cancel
Show Scene Labels SE = i
MODE VIEW SETTINGS RUN QLose Automate labeling using
} — >

|4

M|

[

Scene Labels
{ | Sunny
| Shadows

Zoom Out Time Interval

=

Point Tracker

ROI Selection: You can select ROIs to track before or
after entering Automation mode. To select before
automation, click one ROI, or for multiple ROIs, use
Ctrisclick

Run: Click Run to track the selected ROIs over the
interval

Review and Modify: Use playback controls to review
labels. You can modify, delete, and add new ROIs

Change Settings: If you are not satisfied with the
results, click Undo Run. Click Settings to modify
algorithm settings, and then Run again. The Point
Tracker is ideal for short intervals. If the tracker
off, consider using a different feature detector.

Accept/Cancel. When you are satisfied with results,
click Accept and return to manual labeling. Click
Cancel to return to manual labeling without saving
automation results

MATLAB CONFERENCE 2017
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New MATLAB framework makes deep learning
easy and accessible
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to
« Handle and label large sets of images

MATLAB CONFERENCE 2017
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Object Detection Frameworks in MATLAB

Machine Learning
1. Cascade Object Detector
2. Aggregate Channel Features (ACF)

Same labels , train any detector.

Deep Learning

1. R-CNN

2. Fast R-CNN
3. Faster R-CNN

MATLAB CONFERENCE 2017
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

« Handle and label large sets of images

= Accelerate deep learning with GPUs

= Visualize and debug deep neural networks
AlexNet
- Access and use models from experts Caffe VE&G:1e

MODELS
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