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The Core Problem

The Central Question

"How do you come up with your strategies? Where do you find your ideas?"

Current State
Most professional investors rely on being "plugged in"—a process prone to 
behavioral biases and often more art than science.

Challenge for New Quants
Finding viable strategies without decades of experience, especially when 
faced with overwhelming volumes of academic papers.

Our Mission

Build a systematic pipeline that surfaces worthwhile research, creating a 
repeatable process for strategy ideation. 
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MathWorks Tech

MATLAB, especially 

Graph & Network Algorithms
Backtesting Framework Experiment Manager

Classification Learner Text Analytics MATLAB/Python Integration

& MATLAB/Java Integration



Experiment Design

DATA ACQUISITION & CLEANING

ENHANCE VECTORS

CHOOSE IDEAS

EVALUATE IDEAS

ENHANCE JSON

VECTOR DATABASE

STRUCTURED JSON

Structured Data Conversion

Transform raw PDFs into structured JSON, preserving the author's 

original context to reduce hallucinations

ML-Driven Enrichment

Apply traditional machine learning and computational linguistics to 

enhance the structured data and its subsequent vector representations

Graph RAG Ingestion

Use a GraphRAG to build our vector database, ensuring the rich, 

multi-dimensional context is maintained rather than flattened

Structured Prompting

Enriched, context-aware database enabling sophisticated prompting 

to identify contrarian and niche investment ideas



Sourcing & Acquisition of Ideas

The Challenge of Volume

Tens of thousands
of papers published quarterly 

API limits
(e.g., SSRN 500/hr) make brute-force approaches impossible 

High paywall failure rates
(~20%) even with authorization

Solution
A systematic, three-phase funnel to intelligently filter information 

Journals, Semantic 
Scholar, OpenAlex, 

SSRN, ArXiv

Download

Analytics

API limits

Paywall failures



Sourcing & Acquisition of Ideas
Journals, Semantic 
Scholar, OpenAlex, 

SSRN, ArXiv

Metadata

Classify

Download

Screen

Analytics

Our Three-Phase Process

Harvest
Pull metadata from diverse sources without touching full PDFs

Classify & Screen
Apply analytic learning process that scores 

and ranks papers based on metadata alone

Download & Store
Only download full PDFs of highest-potential papers, 

ensuring efficient use of limited API calls



Cleaning & Structuring Data

The Challenge — Context Loss

Standard PDF extraction flattens text, destroying structure vital for analysis

Our Solution — Structured JSON

Converting papers into nested JSON format to preserve hierarchy and context

Technical Approach

Custom ingestor using GROBID, PyMuPDF, and scipdf-parser

Data Enrichment

Enhanced with metadata from OpenAlex and Semantic Scholar



Analyzing Structures

Relevance & Quality – does the paper matter?
Used Computational Linguistics to analyze 
sentiment, jargon, and specificity

Similarity & Discovery – what other papers are like this one?
Applied k-Nearest Neighbors (kNN) on document 
embeddings to find clusters of similar research

Methodology Vetting – is the research reproducible and niche?
Analyzed methodology tokens and citation depth
to assess the rigor and uniqueness of the approach

Network & Influence – who is talking to whom?
Used Graph Analysis (PageRank, centrality) to map 
the citation network of authors and ideas

Temporal Analysis – when does an idea emerge and fade?
Tracked topics and sentiment over time to 
understand the lifecycle of investment ideas



Ingestion & Analysis of Vector Data

The Challenge — Preserving Context

A standard RAG would flatten our enriched JSON files, destroying the critical context 

and relationships we worked to preserve

Our Solution — LightRAG

We use the LightRAG architecture, building a vector database that maintains the 

hierarchical structure of our data, enabling true context-aware queries

Key Feature — Incremental Ingestion

LightRAG allows us to add new papers and updated metadata over time without 

rebuilding the entire database

Technical Workflow

Our process is orchestrated in MATLAB to parse the JSON corpus. We then interface 

with Python via the MATLAB Engine API to leverage specialized NLP libraries



Ingestion & Analysis of Vector Data

Sources: [ ]



LightRAG Architecture & Implementation

Why LightRAG? Technical Implementation

Full GraphRAG

• Expensive (neural nets, traversal)

Embeddings

Sentence transformers (MiniLM-L6-v2)

Graph structure

NetworkX, LightRAG-HKU

Entities/NER

SpaCy

Similarity

scikit-learn cosine

Database

Neo4j

LightRAG

• Efficient, preserves relationships, scalable

• Incremental ingestion

• Add/update without rebuilding

• Ideal for distributed team



Highlights

Sources: [ ]

45,000+ entities with mapped relationships

Machine learning classification

Automatic extraction/classification of financial concepts

2.4× more comprehensive responses vs. naïve RAG

Successfully preserves document interconnections



Prompting & Evaluation
The Payoff: Sophisticated Querying

The Culmination of Our Pipeline

The structured data, enriched metadata, and vector database 

enable questions impossible for out-of-the-box language models. 

"Show me papers with high linguistic complexity, referenced by 

authors from top-tier universities, that are not widely cited." 

Iterative Process

Prompt, evaluate against professional 
analyst standards, refine, repeat 

Pre-calculated Metadata

You can't just drag 4,000 PDFs into an 
LLM and expect results 

Portfolio Manager Intuition

Our system mimics the thought 
process of experienced professionals "Find papers with similar vector profiles to this niche Auction 

paper, but exclude any that rely on end-of-day data." 



Prompting & Evaluation
Finding Needles in the Haystack

Treasury Auction Paper

An opportunity most investors ignore due to significant 
barriers to entry: 

Only works four days a year

Requires difficult-to-obtain data

Needs high-frequency data processing

Requires high leverage (operational risk)

Complexity creates a barrier to entry, meaning less competition 



Prompting & Evaluation
Finding Needles in the Haystack

Gamma Imbalance Paper

An edge exists for those willing to do the difficult 
calculation work: 

Most research uses over-simplified signal

True signal is extremely complex to calculate

Requires massive, expensive options data

Needs high-frequency, often messy data

Anyone willing to do the hard work has a significant edge



Bloomberg's Experiment

BloombergGPT Release

Specialized finance 
model outperforms 
GPT-3.5 on domain 

tasks

Short Time Later

General models 
advance rapidly

GPT-4 Release

New general model 
overtakes 

specialized model

The Sobering Lesson

In today's environment, simply specializing in a domain is 

not a durable competitive advantage. 

Strong general models tend to dominate over time. 



Takeaway — Building a Resilient Edge

1 Structured Data First

Preserve the author's original context to reduce hallucinations and create a reliable foundation

2 Enrich with Traditional ML

Enhance data with computational linguistics and graph analysis, adding insights LLMs don't have

3 Use a GraphRAG / LightRAG

Maintain the rich, hierarchical context of our data, enabling deeper analysis

4 Target a Contrarian Objective

Hunt for niche and contrarian ideas that consensus-driven general models are designed to ignore

5 Enable Sophisticated Testing

Use structured prompting to turn strategy ideation into a defensible, repeatable process



Each semester, we receive research requests from hedge funds, 

banks, advisors, and other investment management firms.

We chose 100 examples from well over 1,500 research projects

and presented them in Volume 2 of Quantitative Asset 

Management (expected).

Thank You!
michael.robbins@QuantitativeAssetManagement.com

We Need More Research Projects!

Volume

2
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